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Abstract

Running applications close to users—in nearby datacenters,
at edge points of presence, or in on-premises clusters—is
attractive, as it reduces end-to-end latency. Moving strong
consistent applications closer to users is difficult, as they
incur high latencies either when accessing, or coordinat-
ing, their storage system. This restricts such applications to
running co-located with their data, in a datacenter. Radical
allows these applications to leverage the latency benefits
that come from running near users. Radical uses its new
LVI protocol to perform all necessary coordination in a sin-
gle request. This request guarantees linearizability with a
combination of locks, a validation step, and write intents.
Radical hides the latency of the LVI request by overlapping
it with speculative execution of the application. Our eval-
uation shows that Radical achieves 84-89% of the latency
improvement obtainable by moving out of the datacenter,
while providing Linearizability.

CCS Concepts: - Computer systems organization —
Cloud computing; - Information systems — Cloud based
storage.
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1 Introduction

Cloud infrastructure is changing to reduce the latency be-
tween users and execution locations. New datacenters, edge
points of presence, and on-premises clusters are opening up
across the world [58, 59, 63, 64]. This infrastructure makes
it possible to deploy an application across a wider range of
locations, such that nearly every user is close to one.

However, strongly consistent applications such as social
media, booking sites, and online forums, cannot easily make
use of all these new locations, as that will increase latency
over the status quo. These applications typically execute in
either a primary datacenter, or a handful of datacenters, that
have fast access to the strongly consistent storage system
they use. If the new locations do not have replicas of the
storage system, then they incur the high latency between
the location and the storage system for every access. If the
new locations do have replicas of the storage system, then
all accesses to the storage system will become unavoidably
slower as they must coordinate with more replicas that are
further apart [15, 43].

The Radical framework overcomes the challenges of pro-
viding both strong consistency and low latency to applica-
tions running close to users by using speculative execution
and a novel protocol for providing Linearizability. Radical
keeps the storage system in a primary datacenter, but aug-
ments it with eventually consistent caches in each appli-
cation deployment location. It runs the application spec-
ulatively against a cache, in parallel with the new Lock-
Validate-WriteIntent (LVI) protocol, which handles coordi-
nation between executions, caches, and the storage system.
The speculative result is returned if the protocol determines
it is linearizable; otherwise, Radical executes the application
in the primary datacenter and returns that result.

To minimize end-to-end latency, the LVI protocol must
be as fast as possible, to maximize the amount of overlap
between it and the speculative execution. For this reason, the
LVI protocol sends only a single LVI request to the storage
system. The protocol must overcome two challenges—late
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reads and speculative writes—in order for the LVI request to
be able to perform all the necessary coordination.

The first challenge is handling reads that happen late in
an execution. Validating the consistency of reads from the
eventually consistent cache as they occur narrows the over-
lap between the speculative execution and the round trip to
the storage system. Radical overcomes this by determining
which items the application will access before it executes. To
do so, it uses static analysis to derive the read/write sets of
the application based on its inputs. Radical’s analyzer runs
on each request handler in the application independently;
in a social media application, this means the handler for
posting, the handler for following, the handler for reading a
timeline, and so on. The protocol then validates the versions
of the items returned by the cache against the versions in
the storage system. If any are stale, it executes the handler in
the primary datacenter and returns that result, invalidating
the speculative one.

Radical’s implementation operates on serverless functions,
which are particularly amenable to this analysis. Serverless
functions are inherently stateless, so each of their accesses to
storage must be explicit; this makes it easy for the analyzer
to find and interpose on any access made by an application.
Each handler can be implemented as a separate function, as
demonstrated by prior work that shows that all microservices
can be decomposed into serverless functions [36]. This in
turn means that Radical supports any such application.

The second challenge is handling speculative writes. Ap-
plying them to the storage system without knowing if the
speculation succeeds breaks consistency. But, waiting until
speculation succeeds and then sending them adds a second
round trip to the storage system that negates the latency
benefit of being closer to the user. Radical’s LVI protocol
uses a combination of locks and deterministic re-execution
to avoid this additional round trip.

The protocol acquires read or write locks on each item an
execution will read or write as part of the single LVI request.
The write locks allow the speculative execution to be released
to the user without coordinating with the storage system
again because they ensure no future reads will succeed until
this write is eventually applied. Yet, this introduces a new
challenge where the failure of an execution location would
leave items locked forever and the application unavailable.

Radical ensures writes are applied and locks are released
promptly using write intents that trigger deterministic re-
execution. Write intents are setup during the handling of the
LVI request if a function might write to storage. When they
are, the handler creates a timer that waits for a followup from
that execution; if the followup never arrives, it re-executes
in the primary datacenter. The read locks acquired by the
initial execution ensure this re-execution sees the same state
from the storage system. To guarantee that this re-execution
results in the same writes, Radical requires applications to
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be deterministic, which it achieves by compiling them to a

subset of the WebAssembly language.

Together, these mechanisms allow the LVI protocol to
coordinate between an execution location and the storage
system in a single request that overlaps with execution for
lower latency. For an application to run on Radical and real-
ize this lower latency, it must meet three requirements. The
first two are mentioned above: applications must be decom-
posed into serverless functions that are then compiled to
deterministic WebAssembly. The third is that Radical only
benefits request handlers that have a high enough execution
time to hide the latency of the LVI request. Our evaluation
shows that handlers that take at least 20 ms benefit from
Radical.

We evaluate Radical using a set of 3 popular microservices—
a social media site, a hotel booking service, and a online
forum—that we decompose into 15 serverless functions and
deploy across five locations with varying latencies to the
primary copy of the data. For each application evaluated, the
static analysis was able to extract the read/write sets. We find
that Radical is effective: it runs on existing serverless infras-
tructure using existing storage systems, and delivers 84-88%
of the possible latency improvement obtainable for these
applications. These improvements vary according to appli-
cation and are between 28-35%. We also evaluate the added
cost imposed by Radical from the addition of the caches, and
find it to be 1.3 times the baseline.

In summary, this paper makes the following contributions:
o Radical: a framework for enabling applications that require

strong consistency to leverage new deployment locations

to run closer to users for lower latency.

o The LVI protocol, which manages communication between
executions, caches, and the storage system to provide Lin-
earizability in a single round trip.

e An evaluation of Radical across a set of applications that
demonstrates its practicality and effectiveness.

2 Motivation

New cloud locations are opening up around the world, mak-
ing it possible to deploy applications closer to users than
before. Hyperscale providers like Amazon and Microsoft
are opening new datacenters across the globe [5, 9]. At
the same time, providers like Akamai and Cloudflare of-
fer customers the option to deploy their applications at the
edge [1, 13]. Additionally, many organizations are turning
to on-premises clusters for privacy concerns and cost effi-
ciency [26, 32, 51, 60]. In theory, these execution locations
should give applications an opportunity to improve end-
to-end latency by deploying instances as close to users as
possible.

Today, however, this opportunity is unavailable to a broad
class of applications. Social networks, forums, and messag-
ing apps which must order posts and messages consistently
across users [41], as well as booking services, which should
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Figure 1. Comparing the latency of running an application
against a geo-replicated storage system or a single primary
copy of the data. Red lines represent the best possible latency.

avoid double booking resources or discarding confirmed
reservations, are user-facing and, thus latency sensitive [18],
while relying on strong consistency to operate correctly. De-
ploying them across multiple execution locations closer to
users does not currently improve latency over a centralized
deployment.

Using multiple execution locations while leaving the data-
store in a single centralized location does not improve per-
formance and, indeed, is likely to hurt performance. While
in a totally centralized deployment, end-user access to the
application instance might be slow, applications are close
to the datastore and, thus, fast. Conversely, by moving only
applications closer to users, end-user latency to the appli-
cation might be low, but each storage operation from the
application is as slow as the single round-trip from the user
in the totally centralized case. The impact of these requests
on end-to-end latency is further magnified because a single
user request often creates several requests to storage.

A more plausible option is to use a consistent, geo-replicated
storage system, such as Amazon’s Multiregion DynamoDB [8]
or Google’s Spanner [23]. This could allow each execution
location to have low-latency access to a storage replica.
Unfortunately, the PRAM impossibility result tells us that
for strong consistency, the sum of read and write latencies
must be greater than the maximum distance between repli-
cas [15, 43]. This impossibility result means that end-to-end
latency is bounded by the distance between replicas—in a
geo-replicated setting, this distance is large, and the latency
high.

This leaves a large performance gap on the table. Figure 1
shows the latency for an end-user in five different global
locations—Ashburn, Virginia (VA); San Francisco, Califor-
nia (CA); Dublin, Ireland (IE); Frankfurt, Germany (DE); and
Tokyo, Japan (JP)—accessing a simple application that rep-
resents the base case scenario for a global deployment. Re-
quests execute ~100 ms of computation and a single storage
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read. We deploy this application two ways: a totally central-
ized deployment where both the application and data storage
are in a single datacenter (VA); and a distributed deployment
with a geo-replicated, consistent storage system (DynamoDB
global tables in VA; Columbus, Ohio; and Portland, Oregon)
and application instances deployed in each global location.
The red line on the graph represents the latency of running
the application in that region, accessing local—not globally
consistent—storage. Using local storage represents the best
possible latency for the application, but does not provide
strong consistency.

As expected, users close to the centralized deployment
experience the lowest latencies while other users experience
higher latencies the farther away they are. For the farthest
away users, latency is more than double that of the closest
user. Importantly, though, placing consistent replicas close to
end-users does not improve user-perceived latency because
storage operations still incur the cost of global coordination.
In most cases, geo-replication performs worse than a centrally
deployed application and data store.

Global coordination is unavoidable, but as we demonstrate
with Radical, it is nonetheless possible to get close to the low-
est latency in many cases. For both a centralized deployment
and a geo-replicated storage system, the key problem is that
the high cost of coordination blocks progress on executing
the application, even when coordination turned out not to
be necessary.

Radical avoids the downsides of existing approaches by
ensuring that replicas communicate with the datacenter in
a single message that guarantees strong consistency. This
message is sent in parallel with the speculative execution of
the application, which allows Radical to cope with the PRAM
impossibility result by overlapping their latencies. The com-
bination of this single message and speculative execution
enables Radical to provide applications with the latency ben-
efits of running near their users without compromising on
consistency.

3 Design

Radical is a framework for running strongly-consistent appli-
cations near-users, allowing them to take advantage of the
lower latency that comes from doing so. To make this possi-
ble, Radical uses a combination of static analysis, speculative
execution, and the new LVI protocol. It uses static analysis
(§ 3.3) to determine which items in storage a function will
access. The LVI protocol (§ 3.2) sends this information to the
near-storage location while the function executes specula-
tively on a cached copy of the data. The protocol ensures that
any updates made to near-user storage are durable (§ 3.4)
and that any results exposed to users are Linearizable (§ 3.6).

3.1 Architecture

Radical’s architecture is illustrated in Figure 2, which depicts
near-user and near storage locations. Example near-user
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Figure 2. The architecture of Radical. Radical’s runtime begins by executing f"™ to find the read/write set and sends it to the
near-storage location as part of the LVI request while speculatively executing the f, which communicates with the cache
through Radical’s storage library. The LVI request is processed by the LVI server, which sets up write intents, and runs a
backup copy of f on the same inputs if validation fails. If validation succeeds, the runtime sends a followup to the server

containing the speculative writes made by f.

locations include a nearby datacenter, an edge point of pres-
ence, or an on-premises cluster. Client requests are routed to
Radical in a near-user location, which consists of two compo-
nents: a runtime and a storage library. The runtime executes
the application speculatively and communicates with the
near storage location. The application communicates with a
cache through the storage library. This cache does not need
to be durable or strongly consistent.

There are many near-user locations in Radical, spread out
across the globe. Each of these locations communicates with
a single near-storage location through the LVI protocol. The
near-storage location runs a server dedicated to handling
LVI requests and followups from the near-user locations.
The near-storage location also hosts backup copies of the ap-
plications and invokes them when the validate step (§ 3.2) of
the LVI protocol fails. The near-storage location is where the
primary copy of the data resides, stored in a storage system
that provides Linearizability and durability. Example storage
systems that fulfill these requirements include DynamoDB,
BigTable, and CosmosDB [20, 25, 56].

Radical stores two additional pieces of data: version num-
bers, and write intents. Version numbers are used as part
of the LVI request to check whether a cache is up-to-date.
They are stored as part of the data, and Radical interposes
on each write request to increment them whenever an item
is updated. Write intents are a mapping from an execution
id to a status bit, which it uses to ensure that updates made
to near-user caches reach primary storage. They are stored
in a separate table.

The near storage location and the near-user locations do
not need to be run by the same cloud provider. However, as
data is shared between the two locations, developers must
trust both the near-user and near storage locations. In ad-
dition, Radical’s use of deterministic re-execution requires

that the near-user and near storage locations have the same
serverless runtimes.

3.2 LVI Protocol

Radical’s LVI protocol is designed to allow applications that
require strong consistency to take advantage of the latency
improvements that come from running in a near-user loca-
tion. The protocol must, therefore, provide Linearizability
without incurring a significant latency overhead.

The first step in the protocol is function registration. Ap-
plications using Radical are split into independent, serverless
functions that each handle a single request. For example, a
simple social media application might have one for making
a new post, one for following a user, and one for viewing a
user’s timeline. The LVI protocol is part of each execution
of an individual function.

When users upload or update a function f, Radical runs
a static analyzer on that function (§ 3.3). The output of this
step is a new function, f™, that takes the same inputs as
the original and returns the read/write set—the collection of
items it will access—for that specific execution. This output
function is stored alongside the function in each near-user
location.

Figure 3 shows the steps of the LVI protocol when a func-
tion is invoked by a client after registration. First (1), Radical
invokes f"™ to get the read/write set for the function. Then,
it begins speculatively executing f itself (2a) using the near-
user cache. Simultaneously, it gathers the local versions of
each item, which it includes in a LVI request, sending the
request to the near storage location (2b). Radical delays up-
dates to the storage near-user until the LVI request returns;
this includes the increment of the version number. Radical
delays responding to the client until it receives a response
from the near-storage location and f finishes executing.

The protocol continues when the request arrives at the
near storage location (4). That location acquires locks for
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Figure 3. The steps of the LVI protocol. Execution begins in a near-storage location. Radical executes the function speculatively
in the near-user location while the near-storage location continues the protocol based on the success or failure of validation.

each key (§ 3.6), and (5) compares the versions from the near-
user cache to those in the near storage storage. We refer to
this comparison as the validate step. If validation succeeds
and there are items in the write set, the near storage location
creates a write intent (6a)—an object in storage that signals
the function may perform writes. It also starts a timer to
check that write intent, which is used to guarantee that
any updates made to caches reach the primary copy of the
data. The near storage location then returns to the near-user
location.

If the check in (5) fails, the function is run in the near-
storage location (6b), and then locks are released (7b). The
results of this execution, along with items detected as stale
in the validation step and those updated by the function, are
sent back to the near-user location, which it uses to update
its cache (8b). The near-user location then returns the result
from the backup function to the client (9b).

Once the near-user location has finished executing the
function and has received the result of the LVI request from
the near storage location, it returns back to the user (7a). If
the function wrote to any of the items, Radical sends the
updates to the near storage location (8a). It does so after
returning to the client. This update is the write followup. If
the followup never arrives, Radical leverages deterministic
re-execution (§ 3.4) to replay the function. In either case,
Radical then applies the updates (9) and releases any held
locks (10).

Latency improvements. When the validation step of the
LVI protocol fails, Radical provides similar latency to running
in the near-storage location because the function executes
immediately after validation. When validation succeeds, Rad-
ical provides lower latency than running in the near-storage
location. It does so by sending only one request, the LVI
request, whose latency is observable to users between the
near-user and near storage locations, and that is overlapped
with the speculative execution of the function. When the
function execution is shorter than the LVI request, the la-
tency reduction from running near the user is proportional
to the execution time of the function. When the function

execution takes as long or longer than the LVI request, the la-
tency reduction is the round-trip time between the near-user
location and the near-storage location.

Managing caches. Radical relies on the LVI request to both
handle data misses and updates for the near-user caches. In
(2), if an item is not present in the cache, Radical includes a
version number of -1 in the LVI request, and does not run the
function speculatively, as validation is guaranteed to fail. The
response to the LVI request includes the up-to-date values
and version numbers for all the items identified as stale in (5).
Upon receiving this response, Radical updates the cache with
these values. The process of updating a cache on a version
mismatch means that caches do not need to be durable—even
if all cached state is lost, it will gradually be recovered with
successive LVI requests. Instead, Radical uses write intents
and deterministic re-execution (§ 3.4) to ensure updates reach
primary storage, which then provides durability, as such
storage systems typically have mechanisms to survive nearly
all non-catastrophic failure scenarios.

The gradual bootstrap process for caches has a latency
penalty, as during that time LVI requests are guaranteed to
fail. This latency penalty can be mitigated with extensions
to the design. For example, our implementation of Radical
uses persistent storage for the caches so that they do not
need to bootstrap from scratch in the case of a failure.

3.3 Static Analysis

The LVI protocol uses the read/write set to perform the
validation step, which Radical determines using static analy-
sis [24]. When a client registers a function f with Radical,
the analyzer extracts a f™ that takes the same inputs and
returns the set of the read and write calls that { will make.
The analyzer extracts this function through a combination
of symbolic execution and dependency analysis [34, 38].

To derive f™, the analyzer symbolically executes f. Tradi-
tionally, symbolic execution is used to determine constraints
on the inputs to a function that will result in its execution
reaching some undesirable error state. Radical uses the same
technique, but looks for access to storage rather than errors;
serverless functions make this possible, as they are state-
less by default. For this reason, all accesses to storage are
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explicit—this makes them easy for the symbolic execution
engine to track.

For each access to storage, Radical’s analyzer determines
the set of constraints on the input required to reach that
access. Additionally, it tracks the dependencies of each ar-
gument to the storage call to determine how to construct
them. The combination of the constraints and dependencies
form the basis of f™, which is derived when a function is
registered with the system. f™ contains only the pieces of f
needed to determine the final inputs to read and write calls.
Then, when a function is executed, f™ runs on the same
inputs as f, following the same path through the function
that f will to determine the exact inputs to each read and
write call.

Failure case. Radical’s analyzer may not succeed. For one,
symbolic execution is not guaranteed to terminate. This is
unlikely to occur given the simplicity of serverless func-
tions, but is possible. Additionally, some functions require
significant computational work in order to compute the de-
pendencies of their reads and writes. In these cases, running
f™ may take as long as f; this adds a significant latency
overhead when compared to running near storage as f™
and f are run in series.

In situations like these, the analyzer either times out or
returns an error. Radical handles these errors by running the
function in the near-storage location in all cases.

Dependent accesses. One design pattern present in some
stateful applications is dependent accesses. Consider a simple
function that reads from one key and uses that result as input
to a second read. In this case, the analyzer has no way to
determine the input to the second read ahead of time. Radical
handles this case by running depended-upon reads in the
derived function. These reads run against the local cache to
determine what keys will be read or written later. This is
safe: if the first read returns stale data, the validation step
will catch it. If the first read is not stale, then it is guaranteed
that the following reads will be rejected at the validation
step as well.

3.4 Deterministic Re-execution

All writes made speculatively to near-user caches must reach
primary storage, and Radical uses the write intents setup
by the LVI protocol and deterministic re-execution to do so.
After the validation step of the protocol, if the write set for
the function is non-empty, the near-storage location creates
a write intent, a mapping from the execution id for that
function to a status. It stores the intent in primary storage
and starts a timer longer than the expected execution latency
of the function, then waits for a followup containing the
updates from the near-user location to arrive.

Now, there are two possibilities: first, the near-user loca-
tion runs to completion and successfully sends the followup
to the near-storage location. The near-storage location then
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writes the updates from the followup to storage—which is
durable—and then marks the intent as completed.

The second option is that the followup request never ar-
rives, due to a failure either at the near-user location or in
transmitting the followup. The timer created in the near-
storage location handles this case: when it expires, the near-
storage location checks the write intent for the correspond-
ing execution and sees if it has been handled. If it has not,
Radical executes the function in the primary datacenter and
applies the updates it makes directly to storage and then
marks the intent as completed. Whether the intent handled
by re-execution or a follow-up, the near-storage location
now removes it from storage.

For this to be correct, the replay of the function must be
identical to the original execution. Radical ensures this by
requiring that functions be deterministic. There are a variety
of ways of achieving determinism in practice, from relying
on developers [46] to dynamically recording all sources of
non-determinism [54]. Radical takes a simple approach: it
runs functions in a sandbox with limited sources of non-
determinism. Specifically, our implementation of Radical
requires functions to be compiled to WebAssembly and runs
them in a runtime with no access to timers or randomness.
The 5 applications we implemented for our evaluation de-
composed into 27 functions, none of which relied on a source
of non-determinism.

3.5 Interacting with external services.

A single request in Radical can result in two executions of
the corresponding function: either because of a mismatch as
part of the LVI request, or because a follow-up is delayed.
The potential for double execution, combined with functions
needing to execute deterministically, requires that functions
take precautions when interacting with external services
beyond storage. If none are taken, then the same service may
be invoked twice for a single function, which may be unsafe,
such as a payment API being invoked twice double charging
the user.

Radical restricts the kinds of services that a function can
communicate with, and requires that developers take steps
to make that communication safe. First, only services that
have mechanisms in place to provide at-most-once semantics
are safe to call. If a service does not have such a mechanism,
then invoking it twice can leave behind different side-effects,
breaking the determinism requirement imposed by Radical.
Many existing services provide these mechanisms, as unre-
liable networks and failures can cause them to be executed
twice as is: the response from the payment processor may
be dropped by the network, and then the request retried, for
instance. As an example, Stripe [11], a popular payment pro-
cessing service, uses an IdempotencyKey [6]. If a function in
Radical needs to communicate with an external service, de-
velopers must ensure that they are using such a mechanism
in order to ensure the function can execute deterministically.
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3.6 Validation, Locking, and Write Intents for
Linearizability

Radical provides the same consistency as the primary storage:
Linearizability [33]. Linearizability ensures there exists a
legal total order over all operations that is consistent with
the real-time ordering of operations, i.e., if op; ends before
op, begins then op; must be ordered before op,.

We review at a high-level how Radical provides Lineariz-
ability using the LVI protocol. There are three execution
paths for a function in Radical:

1. it runs entirely near-user; validation succeeds and the
followup succeeds

2. it runs near storage; validation fails and invalidates the
speculative result.

3. it runs both near storage and near-user; validation suc-
ceeds and the followup fails

Radical holds locks in each of these cases. As shown in
Figure 3, locks are acquired before the LVI protocol performs
the validation step near storage, and are held for the duration
of a function’s execution. Each LVI request acquires a read
or write lock per item included in the request; the lock type
is determined by the result of the static analysis. Locks are
acquired in parallel and sorted lexicographically to avoid
deadlocks. Locks are stored in primary storage storage for
fault tolerance. The locks are released when the write fol-
lowup arrives or after deterministic reexeuction completes
if the followup is late.

Holding these locks limits the parallel execution of func-
tions both near-user and near storage. While locks are held
near storage, all near-user executions perform a LVI request,
and the locks ensure that if two such executions write the
same keys, only one can proceed. Others have to wait until
the lock holder’s followup reaches the near-storage location.
Using read-write locks helps Radical mitigate this overhead
for read-heavy workloads. For write heavy workloads, if they
have a low skew, most functions can run in parallel.

Consistency when validation succeeds and the followup
succeeds. When locks are acquired and then validation suc-
ceeds, Radical returns a LVI success message to the edge (af-
ter committing the write intent). The validation step ensures
that the edge execution reads values that are currently visi-
ble in the datacenter. The write locks ensure that the writes
from this edge execution will be visible to any other execu-
tions that start after it returns as required by Linearizability;
they are only released after the writes from this function
reach the near-storage location. Because version numbers
are incremented along with an item update, the write lock
also guarantees that other executions will see the updated
version number. The read locks ensure the keys read by this
function are not being updated by some other edge execu-
tion; if they were, that near-user execution would hold write
locks that would prevent this function from acquiring read
locks.
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Thus, the combination of locks and validation ensures
Linearizability when the LVI request succeeds. Validation
ensures the edge execution uses the value present in the dat-
acenter. The use of read/write locks ensures a partial order
of operations with writes happening exclusively and reads
happening potentially concurrently. This partial order can
trivially be extended to a total order by ordering reads of
the same write by their invocation time. That total order
is trivially consistent with the real-time order for reads of
the same value by definition. And it is consistent with the
real-time ordering for all other operations due to the read-
/write locks; if op, finishes in real time before op, begins then
op,.lock_release < op,.end < op,.begin < op,.lock_acquire.

Consistency when the LVI protocol detects a mismatch.
If the validation step detects a version mismatch, Radical
immediately begins executing the function in the near stor-
age location. As locks are acquired prior to doing the check,
they are already held prior to execution starting and are
not released until it finishes. Thus, the use of read/write
locks provides Linearizability following exactly the same
argument as when the LVI request succeeds.

Consistency when validation succeeds but the followup
is late. The third and final case to examine is when both
the edge and the datacenter execute the function. This only
occurs when the LVI request succeeds but its write followup
to the datacenter is late, either because of failure or because
it is slow. When this happens there could be two writes and
therefore two version numbers for each key in the write set.
Radical precludes this difference by marking the intent as
handled whenever the near storage execution finishes or a
followup arrives, discarding any late followups. The write
that is applied falls into one of the two categories argued
above and, thus, this final case also provides Linearizability.

Proof of Linearizability. The above provides an intuition
as to why Radical provides Linearizability. We provide a
more formal proof of Linearizability at a Zenodo record with
the following identifier: doi:10.5281/zenodo.17009554.

4 Implementation

We implemented a prototype of Radical on top of AWS
Lambda [7], and use an EC2 [3] server to handle the LVI pro-
tocol (LVI server), with DynamoDB [25] as a storage system.
While Radical’s design can achieve better performance with
a custom serverless platform that internalizes much of Rad-
ical’s functionality, many existing serverless platforms are
amenable already. By implementing Radical on top of exist-
ing cloud platforms, we show that this design is practical for
applications today. Moreover, by evaluating this prototype
on AWS, we show that even a suboptimal implementation
can achieve significant performance improvements.

We implement Radical in three components: the near-user
runtime and storage library, the LVI server, and the static
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analyzer used to derive f". The near-user runtime is imple-
mented in ~1000 lines of Rust. It builds on the Lambda Rust
runtime, and manages the cache near-user, executes f™ and
the compiled WebAssembly functions, and communicates
with the LVI server. The runtime uses a Lambda extension
to send the followup requests to the LVI server.

The LVI server is implemented in ~2000 lines of Go, and
handles LVI requests: it performs the validation step, sets
up write intents, acquires and releases locks, and applies the
updates sent by near-user functions. It uses DynamoDB to
get the versions of items and to store write intents. Locks
are implemented using an in-memory table and persisted
to disk to ensure durability. The server is a singleton in our
implementation, and was sufficient to handle the load in
all our experiments. We also implemented a replicated LVI
server—the additions to the server amounted to an extra
~500 lines of code.

The functions themselves are written in Rust and com-
piled to WASM using the wasm32-unknown-unknown tar-
get, though any language that compiles to WebAssembly
would have worked. The static analyzer builds on Euno-
mia [31], adding and modifying ~2000 lines of code to the
existing ~8000 lines of Python. Our changes to Eunomia
consist mostly of augmenting the analyzer to recognize calls
to the storage system and returning the state of symbolic
variables at those points as well as the dependencies to each
call. We use WasmTime [12] as our web assembly runtime,
which executes embedded in the runtime.

The static analyzer is run against each function before
uploading them to the cloud, and the results of the analysis
are included with the function to allow the runtime to predict
the read and write sets. Radical’s static analyzer derives
™ automatically, but requires additional manual effort to
connect the resulting function to the rest of the code, which
enables the runtime to invoke and use the results of f™.

Radical imposes limitations on registered functions and
relies on WasmTime to ensure that functions run determin-
istically. First, all registered functions must ensure that they
follow the restrictions laid out in § 3 when interacting with
external services. Second, all registered functions must not
import any non-deterministic functions such as random num-
ber generation or retrieving the current time. To handle other
sources of non-determinism, Radical properly configures the
WasmTime runtime [2]. As long as developers take the first
two steps, all functions registered with Radical will execute
deterministically.

5 Evaluation

Our evaluation of Radical quantifies how it impacts end-to-
end latency for realistic applications (§ 5.1) in a real deploy-
ment setting (§ 5.2) and how sensitive Radical’s performance
is to function execution time.

We find that Radical improves average end-to-end latency
for all users (§ 5.3). We find that Radical provides the largest
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improvement to users far from the primary copy of the data,
and incurs only marginal overhead when users are very close
to the primary copy (§ 5.4). For many realistic applications,
performance is consistent regardless of how far users are
from the datacenter. We also find this improvement is con-
sistent across most function execution times (§ 5.5).

Finally, we evaluate the infrastructure cost of running
Radical compared to running in the datacenter and find that
Radical is only moderately more expensive (§ 5.7).

5.1 Benchmark applications

We evaluate Radical by replicating the functionality of popu-
lar web applications as Radical applications. To find suitable
applications, we looked at the most popular open-source
Ruby on Rails web applications on GitHub. Ruby on Rails is
a popular framework for developing web applications that
run in the datacenter, most of which use external storage
services; these characteristics make them good candidates
for Radical.

We separated the applications into four categories, as
many of the most popular repositories have the same or sim-
ilar functionality. For example, both Diaspora and Mastodon
are social networks that allow users to follow other users,
make posts and comments, and like other users’ content. The
four categories are: social media, project/team management,
image boards, and forums. We selected the most popular
application from each category whose functionality we port
to Radical: Diaspora, Discourse, Danbooru, and Lobsters. Ad-
ditionally, we ported the Hotel reservation benchmark from
Deathstarbench [29].

To port these applications to Radical, we separated their
core functionality into serverless functions, implemented
in Rust. The Rust code was then compiled to WebAssem-
bly. In total, we implemented 27 serverless functions across
the five applications. We were able to reuse some functions
across multiple applications. The static analyzer successfully
handled all 27 functions, three of which required the opti-
mization for dependent reads presented in § 3.3.

For the remainder of the evaluation, we focus on three ap-
plications detailed in Table 1. We selected the social network,
forum, and hotel reservation benchmarks as they exhibit the
full range of Radical’s benefits. Radical provides the greatest
benefit for the hotel reservation system, median benefit for
the social network, and the least benefit for the forum.

5.2 Methodology

We evaluate Radical in a global scenario, across five appli-
cation deployment locations in AWS datacenters: Ashburn,
Virginia (VA); San Francisco, California (CA); Dublin, Ireland
(IE); Frankfurt, Germany (DE); and Tokyo, Japan (JP). Clients
are deployed in the same locations as the applications so that
they have low-latency access to them.
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Execution
Function Description Writes Analyzable Time Workload%
Social Media Login Performs pbkdf2-based password check No Yes 213 ms 9.5%
Social Media Post Make a post and add to follower’s timelines ~ Yes Yes* 106 ms 0.5%
Social Media Follow Follow another user Yes Yes 16 ms 0.5%
Social Media Timeline View the posts from following users No Yes 120 ms 80%
Social Media Profile View a user’s profile and their posts No Yes 124 ms 9.5%
Hotel Search Finds all hotels near a user’s location No Yes™ 161 ms 60%
Hotel Recommend Get recommendations based on prior reviews No Yes 207 ms 30%
Hotel Book Book a room in a hotel Yes Yes 272 ms 0.5%
Hotel Review Make a review for a hotel Yes Yes 13 ms 0.5%
Hotel Login Performs pbkdf2-based password check No Yes 213 ms 0.5%
Hotel Attractions View all nearby attractions to a hotel No Yes 111 ms 8.5%
Forum Homepage View most recent/popular posts No Yes 209ms 80%
Forum Post Make a comment or post Yes Yes 18 ms 1%
Forum Interact Upvote or favorite comments/posts Yes Yes 16 ms 9%
Forum View View a post and all comments No Yes 123 ms 8%
Forum Login Performs pbkdf2-based password check No Yes 212ms 2%

Table 1. Benchmark application’s function descriptions, whether they include writes, if they are analyzable, median execution
time, and percent of the workload. Asterisks indicate analyzing the function required the dependent read optimization.

| VA|CA|IE|DE| JP
latwucns | 7| 7470 | 93 146
Table 2. The round-trip latency (ms) between each location
and the primary DynamoDB instance in Virigina.

Using AWS datacenters for each location limited exoge-
nous performance variation across locations, though func-
tion execution times vary slightly, likely due to scheduling
and networking differences. Our experience evaluating Rad-
ical showed that variance between different cloud providers
was much greater—for example, we found that Cloudflare
workers tended to execute the same applications much faster
than Amazon Lambda, which made it difficult to determine
how much Radical improved end-to-end latency. To isolate
the performance improvement that comes from Radical, we
use AWS for all locations.

All five locations use DynamoDB as their storage sys-
tem, with the copy in Virginia acting as the primary. Radical
enables using a more performant, potentially non-durable,
storage system, such as an in-memory cache, in non-primary
locations, which would lower execution times. We use Dy-
namoDB as the cache, however, to isolate the performance
differences due to Radical’s architecture and the LVI protocol
from differences in storage system performance.

The round-trip latencies between each near-user location
(CA, IE, DE, and JP) and the near-storage location (VA) are
specified in Table 2. We refer to this latency as lat,ycns,
which is identical to the round trip latency the LVI request,

as it also travels from the application location to the data-
center holding the primary copy of the data. The latency for
invoking a lambda function in the same datacenter is ~12 ms.
All reported latencies are medians measured across 10,000
requests.

The LVI server is deployed in Virginia alongside the pri-
mary DynamoDB instance, running on an EC2 t3.2xlarge
instance with 8 vCPUs and 32 GiB of memory.

We evaluate Radical using logical clients: a c6i.8xlarge EC2
instance instantiates 50 client processes that send requests
to the functions in Radical. All function scaling is handled
using AWS’s built-in scaler.

Each lambda function is allocated 2 GB of memory to en-
sure that it has 2 vCPUs, ensuring the LVI request and the
function’s execution are concurrent.

5.3 End-to-End Latency

Radical runs applications that need strong consistency near
the user with the goal of reducing end-to-end latency. To
evaluate whether it achieves this goal, we evaluate each of
the benchmark applications against a primary-datacenter
baseline. The baseline provides strong consistency by send-
ing all requests to the copy of the application running along-
side the primary copy of the data in Virginia. Additionally,
we compare Radical’s performance to that of running the
application in each location against its local copy of the data.
This represents the best possible performance Radical could
provide an application: it incurs no overheads as the storage
is inconsistent; latency reflects only the execution time of
each function. The closer Radical is to this value, the better.
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We do not evaluate the performance of the applications
using DynamoDB’s global tables with strong consistency.
This is because the feature is not available across all regions.
Additionally, our results in § 2 suggest the latency tradeoff
between locations with global tables will be worse than the
primary-datacenter baseline we compare against. Those re-
sults show that the cost of accessing the global table once is
higher than the cost of accessing the primary datacenter. If
the application were to make more accesses to storage, such
as those in our evaluation do, this penalty would only be
exacerbated; using global tables would never be better than
the primary-datacenter baseline.

Workloads. We evaluate each application using a realistic
workload with a high level of skew. At higher skew values,
the requests an application makes go to a smaller portion of
the key space; this stresses Radical’s ability to handle many
concurrent requests that touch the same keys and thereby
the performance of its locking scheme For the social me-
dia application, we use the same workload parameters as
Tapir [68] with a zipf parameter of 0.99 for selecting users.
For the hotel application, we use the mixed workload param-
eters from Deathstarbench [29], which accesses hotels and
users uniformly at random. For the forum application, we
used numbers based on the reported statistics from lobste.rs
with a zipf parameter of 0.99 when selecting posts. Workload
parameters are identical for Radical and the baseline.

Results. Figure 4 shows that Radical delivers on its goal:
it improves end-to-end latency for all applications by 28—
35%. Even with the high level of skew in these workloads,
the success rate of the validation step in the LVI protocol
remains around 95% for all the applications, ensuring that
Radical is faster than the primary-datacenter baseline.

Radical’s improvements come from its abilities to hide the
latency between the near-user and near storage locations. It
does introduce some overhead to the application, however,
as extracting the keys the application will access is on the
critical path, and in cases where the check fails, the process-
ing of the LVI request is added onto the function’s execution
in the near-storage location. To see how close Radical gets
to the ideal, we plot the maximum possible improvement on
the graphs with a red line using the results from the inconsis-
tent lower bound experiments. The results show that Radical
achieves 89% of the maximum possible improvement for the
hotel application, 88% for the social media application, and
84% for the forum—while providing strong consistency and
durability.

We do not present throughput results for Radical. This is
because it has the same throughput as the baseline: the only
bottleneck Radical introduces is the singleton LVI server.
The server can be replicated to make it highly available and
fault tolerant; we discuss the impact of doing so in § 5.6

Nicolaas Kaashoek, Oleg A. Golev, Austin T. Li, Amit Levy, and Wyatt Lloyd

Summary. Radical delivers on its promise of allowing ap-
plications that require strong consistency and durability to
move away from their data, taking advantage of proximity
to the user to reduce end-to-end latency.

Radical Il Baseline

400
300

200

Latency (ms)

100

Social Media Forum

Hotel Booking

Figure 4. End-to-end median (bar) and p99 (whisker) latency
for applications across both deployments. Red lines represent
the maximum possible improvement.

5.4 Regional Variation

To better understand how Radical impacts applications run-
ning in different regions, we evaluate the end-to-end latency
of each application across the five deployment locations.
The benefit Radical provides comes from hiding the latency
between the location and the primary copy of the data in
Virginia, which is the lat, ;. We expect that that Radical
benefits locations with a higher lat,,c,,s more than those
with a lower lat,,c ns.

Results. The results are shown in Figure 5. Table 2 shows
the laty,e,ns for each location. As expected, the magnitude of
the latency improvement Radical provides is correlated with
the latp e ns, with locations with a higher lat, s seeing
a larger improvement. That Radical performs worse than
the baseline in Virginia is also expected: Radical and the
baseline run the same function and access the same storage
in the Virginia datacenter, but Radical incurs the additional
overheads described above.

The dashed red lines on the graph show the results of
running the applications in the same regions with the in-
consistent lower bound. The results show that Radical gets
close to this value in all locations. Excitingly, these results
also show that Radical allows applications to leverage the
benefits that come from running in any location, regardless
of the distance to the primary copy of the data.

The one situation where this is not the case is for the
social media application in Japan. This is because the lat,,c;ns
is so high that it exceeds the execution time of 4 of the
functions in the application. In these situations, Radical has
to wait for the LVI protocol to complete before releasing the
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Figure 5. End-to-end median (bar) and p99 (whisker) latency for each application across the five deployment locations. Red

lines represent the maximum possible improvement.

speculative result to the client, which adds some overhead
to the function’s execution time. However, this overhead is
small in comparison to lat,y,c,ns, Which the baseline has to
pay for each invocation. This explains why Radical does not
get as close to the ideal but still outperforms the baseline.

Summary. The results above show that Radical is able to
provide the largest latency improvements in locations with
the highest lat,,,,s and that Radical is able to get close to
the best possible performance in all locations, regardless of
distance to the primary copy of the data.

5.5 Function Latency

To better understand how Radical improves end-to-end la-
tency, we analyze the performance of each function in the
three benchmark applications. As each function has a differ-
ent execution time and different read/write characteristics,
this analysis helps reveal which functions most benefit from
using Radical and which do not. The total latency of a request
to a single function can be broken down into the following
components:

1. The time it takes to instantiate the lambda function.

2. The time it takes to load the web assembly blob into mem-
ory from disk.

3. The execution time of the extracted f™ function

4. The maximum of the following:

e The execution time of the WebAssembly function

e The time it takes to send, process and receive a response

to the LVI request.

5. In the case of a validation failure, the time it takes to
execute the function in primary datacenter and send the
response back to the application location.

We expect that functions with a WASM execution time
higher than lat,,c,,s benefit the most from Radical. This is
because latp,c,ns governs the latency of the LVI protocol;
when this is lower than the WASM execution time of the
function, it will be the maximum component in (4) above.

Results. The results are shown in Figure 6. Table 1 shows
which functions have a higher WASM execution time than
latyyesns. As expected, these functions receive the greatest
benefit from using Radical. For functions with particularly
low execution times, such as forum-interact, forum-post,
and hotel-review, the benefits of Radical are small; they have
approximately the same total latency as running them near
storage.

Even for these low execution time functions, all are within
a few ms of running directly in the near-storage location.
This means Radical, at worst, has a similar latency to running
near storage. This is a useful characteristic of the system,
as it means developers can safely use Radical for its latency
benefits for most function without worrying about nega-
tively impacting other functions. These results show that
even functions with execution times as low as 13 ms can
benefit from using Radical.

Summary. The results above show that Radical is most
beneficial for functions with execution times greater than
latyyesns, and at worse is similar to running near storage.

5.6 Impact of Server Replication

The server used in this evaluation was a singleton, mak-
ing the system vulnerable to failures because LVI requests
cannot be handled until the server is brought back online.
Replicating the server to make it highly available addresses
this problem, but adds extra latency to the system: here, we
discuss that impact. There are two pieces of persistent state
the server must keep track of: locks, and write intents. Write
intents are already stored in DynamoDB, so no extra work
needs to be done here. Locks are persisted to an EBS volume,
but are not highly available—we address this by storing the
locks in a three node etcd [4] cluster spread across three
availability zones. Additionally, we include an idempotency
key for each function execution to ensure that they will
be run at most twice for each user request: once near-user,
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Figure 6. End-to-end median (bar) and p99 (whisker) latency for each function used in the evaluation.

and at most once near storage. These idempotency keys are
stored in DynamoDB along with the write intents.

Using etcd for locks adds latency to Radical because lock
acquisitions now travel through Raft [48], which requires
communication between nodes in the cluster. This increases
the latency of processing a LVI request at the server, which
has a direct impact on latency in two ways. First, when
validation fails, the end-to-end latency for the request is
increased by the time it takes to acquire locks. Second, the
previously mentioned minimum runtime to see a benefit
from Radical increases, as it is directly related to the latency
of the LVI request. Our implementation of the replicated
server acquires all locks in series. This increases the latency
added by the replicated server, but can be optimized in the
future with batching.

Our implementation of the replicated server takes 2.3 ms
to acquire a single lock, and 3 ms to write and update the
idempotency key for each function invocation in DynamoDB.
The total increase in latency when processing an LVI request
is 3+2.3xL where L is the number of locks a function acquires.
This in turn means that when validation fails, the Radical’s
incurs 3 + 2.3 * L ms of additional latency over the system as
evaluated above. Similarly, the minimum execution time for
a function to benefit from Radical increases to 16 + 2.3 * L ms.
Given the possibility of batching, we believe that 20 ms is a
reasonable approximation for this constant.

5.7 Cost Analysis

Radical increases the cost of running an application by run-
ning functions twice when the LVI request fails, for the extra
bandwidth used by the LVI protocol, the LVI server, and
the storage needed in near-user locations. To quantify this
increase we calculate the cost of running a generic appli-
cation that makes at most 50000 reads per second and 500
writes per second using the costs of AWS services. This ratio
matches those of the applications above. The cost of one
such DynamoDB instance is $1077.36/month.

In the deployment above, we use DynamoDB as the stor-
age system to isolate the latency improvement between Rad-
ical and the baseline due to the LVI protocol. However, we
also implemented Radical using ScyllaDB [10] running in
an EC2 instance in the same datacenter as the functions.
We used mé6g.large instances ($34*5=$170/month) for Scyl-
laDB, which can handle more throughput than what we
provisioned for DynamoDB. Using ScyllaDB would further
improve the performance of Radical, as the latency to access
to ScyllaDB is lower than that to access DynamoDB. Radical
still uses DynamoDB in the near storage location.

The LVI server costs $166 per month, so the total cost
of Radical in the above deployment becomes $1077.36 +
$170 + $166 = $1413.36/month, or a 31% increase over the
baseline, which just needs to pay for the DynamoDB instance.
This number represents the added cost of the infrastructure
needed to run Radical.

In addition to infrastructure costs, Radical runs a second
lambda function when validation fails. This cost is propor-
tional to the validation failure rate in the LVI protocol, which
in the applications we evaluated is 5%.

As the number of functions invoked increases, function
executions eventually dominates the total deployment cost.
Consider a sample application whose functions have an av-
erage runtime of 100 ms, and a validation success rate of
5%. If the application invokes 1,000,000 functions near-user
each month, it incurs an additional 50,000 requests near
storage due to validation failures—this costs $0.14/month.
The baseline’s total cost in this situation is the cost of Dy-
namoDB and the cost of the million invocations: $1077.36 +
$2.87 = $1080.23/month as compared to Radical, which costs
$1413.36 + $2.87 + $0.14 = $1416.37/month. For 10,000,000
monthly invocations, the baseline costs 1106.06 and Radi-
cal costs 1443.50. For 100,000,000 monthly invocations, the
baseline costs 1364.36, and Radical costs 1714.71.

Radical incurs one additional potential source of overhead.
It provisions functions with 2 GB of memory in order to
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obtain the vCPUs it needs to parallelize the speculative exe-
cution of the function with the LVI request. Not all functions
need this much memory: some can be provisioned with less
memory without degrading in performance to further reduce
cost.

6 Related Work

We review relevant work in three categories: stateful server-
less computing, geo-replicated storage systems, and specula-
tive execution. Radical is inspired by and builds on work in
each of these categories, but is mostly complementary to it
as Radical addresses the new problem of enabling strongly
consistent speculation execution with a single request sent
prior to execution.

Stateful serverless. Various systems have sought to im-
prove the storage solutions available to serverless functions.
Recent examples include Beldi [67], Boki [35], Halfmoon [53],
and libDSE [42], which build on one another to provide
serverless functions with low-latency, transactional storage
systems. Unlike Radical, which uses stateful serverless func-
tions to run applications more efficiently, these systems make
stateful serverless workloads in the datacenter faster: as such,
they do not address the high access latency that exists be-
tween near-user locations and the near-storage location. We
believe Radical could be complemented by these systems; it
could use them in place of DynamoDB as a better solution
to storage.

Systems like Pocket [39] and Netherite [19] improve the
performance of workflows where multiple serverless func-
tions are coordinated together in sequence. These systems
focus on running near storage, and their designs would per-
form poorly if they were to run at near-user locations. Radical
does not try to optimize for serverless workflows, and ap-
plying it naively to such applications would likely perform
poorly. However, we believe that the techniques used by
prior work are portable to Radical as well, but leave that as
future work.

Other work focuses on porting microservice-style appli-
cations to serverless function. exCamera [28] highlights the
power of serverless functions, using them to run a compute-
intensive application with high efficiency. gg [27] builds on
these ideas; it provides a framework that generalizes some
of the techniques used by exCamera. Finally, Mu2sls [36]
proves that microservices can be automatically translated
into serverless functions. All of these techniques are com-
plementary to Radical; Radical requires applications to be
implemented as serverless functions, and the above systems
make it possible and simpler to perform those conversions.

Geo-replicated storage. Radical enables stateful applica-
tions to run across the globe, all accessing the same storage.
This follows in the footsteps of work dedicated to provid-
ing geo-replicated storage systems. Systems like Anna [66],
TAO [17], and COPS [44] replicate storage across datacenters,
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but only provide eventual or causal consistency between
replicas. They can provide low-latency access to data, as
they avoid or minimize communication between replicas,
but it also means they do not provide the level of consistency
needed by the applications Radical targets.

State machine replication protocols such as Rabia [49],
WPaxos [14], and EPaxos [45, 62] do provide strong con-
sistency across wide areas. Similarly, distributed databases
like Spanner [22] and CockroachDB [57] provide wide area
strong consistency. These systems require communication
between replicas that introduces extra latency on each re-
quest to the storage system as discussed in § 2. In contrast,
Radical augments an existing storage system to enable spec-
ulative execution with strong consistency using a single
request whose latency overlaps with the speculative execu-
tion.

Other transactional, distributed storage systems like Hy-
der [16], Calvin [61], and Mako [55] provide wide-area strong
consistency and use various techniques to manage the la-
tency penalty that comes from doing so. However, each of the
systems still introduces latency that Radical avoids. While
Hyder runs a transaction against a local copy of the database,
it replicates the results of that transaction across the network
and cannot commit until that is completed. Calvin, which re-
quires that users submit the read/write set for a transaction—
unlike Radical, which can derive these sets automatically—
uses reconnaissance transactions to handle dependent ac-
cesses that require cross-network communication. Mako,
which speculatively executes transactions separately from
replicating them, delays responses to users until it can be
sure the transaction will be replicated.

Radical operates at a higher level of the stack than the
above systems, which enables it to deliver lower latency.
Rather than replacing the storage system an application uses,
Radical modifies the way the application is run, while reusing
the existing storage system and augmenting it with near-
user caches. Running the application provides insights about
it that Radical would not have access to were it lower on
the stack: it can see every request to storage the application
will make, and analyze the application ahead of time. Both
of these are critical: they form the backbone for Radical’s
static analysis, and enable it to interpose on the requests to
storage as part of the LVI request. Additionally, because it
controls the execution of the application, Radical can run
it speculatively, in its entirely, against a cache. The combi-
nation of speculative execution and the single LVI request
allow Radical to deliver lower latencies than the above stor-
age systems, which cannot leverage the same insights about
the applications they support.

Speculative execution. There is a long line of work on
speculative execution such as Zyzzyva [40], PBFT-CS [65],
Speculative Paxos [52], and Rethink the Sync [21, 47]. This
prior work uses speculative execution to hide the latency
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of communication rounds in Byzantine fault tolerance (first
two), consensus, and syncing to a local or remote disk, re-
spectively.

Correctables extend promises to be able to return multiple,
successively more consistent values providing incremental
consistency guarantees [30]. For instance, a correctable could
initially return an eventually consistent result and then later
return a Linearizable result. This allows an application to
speculatively execute using the eventually consistent result
and only need to redo computation and pay the latency cost
when the Linearizable result is different.

Kemme et al. [37] expose an initial optimistic result of
atomic broadcast to a database that can be corrected later
when the final result is delivered only in the cases when it
differs. Planet [50] similarly exposes the progress of trans-
action commit to applications with the addition of the es-
timated likelihood of commit. This allows applications to
speculatively use results (informed by the likelihood) and
then correct them later if they change.

Radical’s use of speculative execution is inspired by this
previous work. Radical differs from it, however, in that to the
best of our knowledge it is the first system to enable strongly
consistent speculative execution with a single request sent
prior to execution. Achieving this required Radical to intro-
duce three new techniques. First, Radical’s static analysis
tool allows the protocol to determine relevant items ahead of
time, and check only those items. The above systems all re-
quire that the application or transaction first execute before
being able to perform operations like Radical’s validation
step. Second, with the geo-distributed setting of Radical, the
communication hidden by speculative execution must be
minimal—Radical addresses this by sending only the (single)
LVIrequest. Third, the write intent mechanism ensures that
updates made to local caches are guaranteed to reach stor-
age, even in the case of failure, providing consistency and
durability with that single LVI request.

7 Limitations

Not every application receives a reduction in end-to-end
latency when using Radical.

Radical must know the read/write set of the application
prior to running it. Its static analyzer handles this for all
the applications in our evaluation, but there are limits to
this technique. First, the application must decompose into
independent, serverless functions for the analysis to work.
Prior work shows that, in general, microservices can be de-
composed into serverless functions [36].

Second, some functions do not have read/write sets that
can be efficiently derived prior to their execution. As noted
in § 3.3, if a function uses the result of an expensive computa-
tion to read from storage, then running /™ incurs a latency
penalty. This is because the execution of f™ is not run in
parallel with anything else: its latency is added directly to
that of the function itself. Additionally, while Radical allows
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developers to also provide the read/write set or an f™ man-
ually, there will always be cases where it is indeterminable.
In these situations, Radical resorts to running the function
in the near-storage location.

An application must also compile to a deterministic sub-
set of WebAssembly, i.e. it cannot rely on non-determinism
other than the data store operations. This is necessary for de-
terministic re-execution (§ 3.4). Not every application fulfills
this requirement, and others require significant refactoring
if they rely on sources of non-determinism like timers or
native extensions.

8 Conclusion

Radical is a framework that provides both low latency and
strong consistency to applications running close to users. To
do so, it runs the application speculatively against an eventu-
ally consistent cache, while sending a single request as part
of the LVI protocol to coordinate between the cache and a
primary copy of the data. The LVI protocol uses the results
of static analysis to acquire locks and perform a validation
check to ensure that all results exposed to users are Lineariz-
able. To ensure updates made to caches reach the primary
storage, Radical sets up write intents, and uses deterministic
re-execution to reconstruct the updates if the near-user loca-
tion fails to followup on the intent. Radical hides the latency
of the LVI request by overlapping it with the speculative
execution of the application. It does so successfully: our eval-
uation shows that Radical delivers 84-89% of the possible
latency improvement that comes from running applications
closer to users.
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